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In Brief
A chemical-genetic map of the mitochondrion provides insights into the pathways that modulate its function.
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SUMMARY

Mitochondrial dysfunction is associated with a spectrum of human conditions, ranging from rare, inborn errors of metabolism to the aging process. To identify pathways that modify mitochondrial dysfunction, we performed genome-wide CRISPR screens in the presence of small-molecule mitochondrial inhibitors. We report a compendium of chemical-genetic interactions involving 191 distinct genetic modifiers, including 38 that are synthetic sick/lethal and 63 that are suppressors. Genes involved in glycolysis (PFKP), pentose phosphate pathway (G6PD), and defense against lipid peroxidation (GPX4) scored high as synthetic sick/lethal. A surprisingly large fraction of suppressors are pathway intrinsic and encode mitochondrial proteins. A striking example of such “intra-organelle” buffering is the alleviation of a chemical defect in complex V by simultaneous inhibition of complex I, which benefits cells by rebalancing redox cofactors, increasing reductive carboxylation, and promoting glycolysis. Perhaps paradoxically, certain forms of mitochondrial dysfunction may best be buffered with “second site” inhibitors to the organelle.

INTRODUCTION

Defects in mitochondrial function accompany a spectrum of conditions, ranging from rare inborn errors of metabolism to the aging process itself. To date, nearly 300 rare, monogenic forms of mitochondrial disease have been identified (Frazier et al., 2019)—each presenting typically in a devastating manner with tissue-specific pathology—making these disorders a very common collection of inborn errors of metabolism. Mitochondrial disorders typically present in a devastating manner during childhood with tissue-specific pathology, and there are no proven effective therapies available. Many common diseases, including Parkinson’s disease and type 2 diabetes, are also characterized by mitochondrial dysfunction, though an important question is whether organelle dysfunction is a cause or consequence of end pathology (Vafai and Mootha, 2012). A quantitative decline in mitochondrial abundance and activity has emerged as a signature of the aging process across different organisms (Trounce et al., 1989; Zahn et al., 2007).

How mitochondrial defects lead to such pleiotropic and heterogeneous pathologies is a major unsolved problem, and addressing this problem is challenging for several reasons. First, the organelle is highly complex, housing numerous coupled metabolic pathways that tend to be densely interconnected. Lesions at different points within the same mitochondrial pathway can often have highly non-uniform biochemical consequences. For example, defects in complex I and III both cause a decline in ATP production by oxidative phosphorylation (OXPHOS) but have opposite effects on de novo pyrimidine biosynthesis (Shaham et al., 2010). Second, the organelle’s machinery is coupled, often with redundancy, to metabolic and regulatory pathways in other cellular compartments. For example, in cultured cells, glycolysis is capable of compensating for ATP production from OXPHOS as long as glucose is provided in the media. Third, mitochondrial dysfunction can activate stress responses (Bao et al., 2016), which in some instances buffer against toxicity while in other instances serve as an effector of end pathology. Fourth, non-linear feedback loops help to ensure energetic and redox homeostasis acutely in response to stressors and over long-term, adaptive timescales (Balaban et al., 1986; Chance and Williams, 1955; Cogliati et al., 2013). It is clear that genetic networks support mitochondrial function and can buffer against or contribute to pathology. However, these networks have not been systematically mapped.

Genetic modifier screening on a sensitized chemical background presents a powerful means to decipher cellular networks (Hillenmeyer et al., 2008). Inspired by the concept of genetic interactions, the goal of such “chemical-genetics” approaches is to compare the combined effects of a genetic perturbation and...
a chemical insult. Such approaches can help to reveal genetic circuitry centered on the targets of well-studied drugs. While genome-wide chemical-genetic approaches have been applied extensively in yeast, the technology has only recently become available to extend these approaches to mammalian cells (Hart et al., 2015; Shalem et al., 2014; Wang et al., 2014). Recently, several studies have showcased the power of targeted CRISPR screening (Bisoy et al., 2015) and even genome-scale CRISPR screening (Arroyo et al., 2016) in mammalian cells to uncover new aspects of mitochondrial biology. The genome-scale CRISPR approach has even helped to nominate hypoxia as a novel and seemingly counterintuitive therapeutic approach for mitochondrial dysfunction (Jain et al., 2016). As these studies demonstrated, genome-scale approaches afford the opportunity to identify cellular pathways operating inside or outside of mitochondria that control the organelle, without prior assumptions of the nature of interactors.

Here, we report the creation of a genome-scale compendium of chemical-genetic interactions focused on mitochondrial biology. We use a collection of mitochondrial inhibitors that allows us to model distinct, canonical modes of “mitochondrial dysfunction,” including defects in replication and translation of the mtDNA, defects in individual complexes of the electron transport chain, impaired ATP formation by OXPHOS via the F1Fo-ATPase, and deficits in membrane potential polarization. We perform genome-wide CRISPR screens in triplicate to identify chemical-genetic interactions that are either synthetic sick/lethal or alleviating. We report a compendium of chemical-genetic interactions involving 191 distinct nuclear genes. These interactions fall into different categories, including genetic modifiers that suppress mitochondrial dysfunction as well as those that aggravate it. About 65% of these modifiers themselves encode mitochondrial-localized proteins underscoring dense connectivity within the organelle. We illustrate how our resource can be useful by reporting four key results, including the surprising finding that the loss of complex I activity (genetically or with drugs such as metformin or piericidin) is capable of suppressing cellular defects stemming from chemical inhibition of complex V.

RESULTS

Genome-wide CRISPR Modifier Screens in the Presence of Mitochondrial Inhibitors

To systematically uncover genetic pathways that aggravate or suppress mitochondrial dysfunction, we combined genome-wide CRISPR growth screening on sensitized backgrounds in which mitochondrial physiology is inhibited at distinct nodes (Figure 1A). We modeled mitochondrial dysfunction using small molecule inhibitors that target distinct aspects of mitochondrial physiology: respiratory chain complex I (piericidin), complex III (antimycin), complex V (oligomycin), mitochondrial membrane potential (antimycin-oligomycin), mitochondrial DNA replication (ethidium bromide), and mitochondrial protein translation (chloramphenicol). We also included metformin, whose proposed targets include complex I (Owen et al., 2000; Wheaton et al., 2014) but may include other targets as well (Madiraju et al., 2014). We chose the minimal drug concentrations that were sufficient to blunt OXPHOS activity in K562 cells (see the legend of Figure 1B for drug doses) while allowing cell proliferation. We confirmed complete OXPHOS inhibition by the observation of massive cell death in galactose but not glucose (Arroyo et al., 2016) in K562 cells (Figure S1A). We observed a high dosage requirement for metformin to inhibit respiration (Figure S1B), consistent with what has been seen in prior studies (Wheaton et al., 2014). In addition, we confirmed the efficacy of ethidium bromide in depleting mtDNA (Figure S1C), chloramphenicol in inhibition of mitochondrial translation (Figure S1D), and antimycin-oligomycin in collapsing membrane potential (Figure S1E).

We performed genome-wide CRISPR modifier screens in biological triplicate in K562 cells using an optimized single guide RNA (sgRNA) library (Doench et al., 2016) (Figure 1B). Cells were split and treated with DMSO or one of seven different drug treatments 7 days after infection and cultured for an additional 15 days in media containing high glucose (25 mM), pyruvate, and uridine. To proliferate, cells lacking a functional electron transport chain are dependent on glucose to fuel high glycolytic activity for ATP generation, exogenous pyruvate for recycling NADH into NAD⁺ through lactate dehydrogenase, and exogenous uridine for pyrimidine salvage (King and Attardi, 1989; Morais et al., 1980). The sgRNAs were PCR amplified from the genomic DNA of harvested cells. Next-generation sequencing was performed, and the abundance of each sgRNA in the drug treatment on day 15 was compared to the day 0 baseline. The growth curves for cumulative differences show moderate growth defects—i.e., slower but steady proliferation—in cells under metformin, piericidin, antimycin, and chloramphenicol (Figure 1C). On the other hand, oligomycin, antimycin-oligomycin, and ethidium bromide treatments appear to impact proliferation more significantly (Figure 1C). The growth curves demonstrate consistent effects of each drug across the biological triplicates. Of note, two of our “day 15 samples,” one for DMSO and one for metformin, were lost during the PCR step, yielding a total of 22 (out of 24) successful 15-day screens (Table S2).

Of the 19,000 genes targeted by our CRISPR library, 11,102 genes are expressed in K562 cells (Table S1; STAR Methods) and could be scored for their chemical-genetic interactions (Figure 1D). By comparing the fitness of a gene’s loss in the presence of a drug (ΔZ<sub>Drug</sub>) to the fitness of that same gene’s loss in the absence of a drug (ΔZ<sub>DMSO</sub>), we can define the relative fitness of a knockout (KO) in drug versus DMSO simply as ΔZ<sub>Drug</sub> = ΔZ<sub>Drug</sub> – ΔZ<sub>DMSO</sub>/√2 (see Table S1; STAR Methods). We classify 38 hits as “synthetic sick/lethal” with ΔZ<sub>Drug</sub> < −2.4 and 154 genes as “buffering” with ΔZ<sub>Drug</sub> > 4.8 (see Figure 1D). The 154 genes involved in buffering interactions, we find that a subset of 63 genes are additionally enriched on day 15 as compared with baseline on day 0 [i.e., ΔZ<sub>Drug</sub> > 2.4]. These 63 genetic modifiers with proliferative advantages are termed “suppressors,” whereas the other 91 are characterized as “epistatic buffering” (Figure 1D), a term that is used to describe an interaction between two deleterious effects (Jasnos and Korona, 2007). Note, only loss of CYC1 (complex III component) shows opposing effects in two treatments—it aggravates antimycin-oligomycin but epistatically buffers (without alleviating) oligomycin. To buttress the above analysis pipeline,
we independently scored the genes using the model-based MA-
GeCK algorithm (Li et al., 2014) (Table S1; STAR Methods). The
results from MAGeCK are highly consistent with the

Drug scores. The fact that two different data analysis methods arrive
largely at the same “hits” indicates that our results are not sen-
sitive to the analysis type.

Of the 38 distinct synthetic sick/lethal hits that aggravate mito-
chondrial dysfunction, 23 (61%) interact with only one drug, and
15 (39%) have interactions shared by multiple drugs (Figure 2A).
Of the 63 distinct suppressors, 31 (49%) interact with only one
drug, and 32 (51%) have interactions shared by multiple drugs
(Figure 2B). Importantly, the synthetic sick/lethal hits and sup-
pressors are considered candidate genetic modifiers until proven
in targeted experiments outside the context of a pooled screen.

Four observations suggest the robustness of the screening re-
results. First, the guide counts between biological replicates are
well correlated as visualized by principal-component analysis
(Figure S1F). Second, the negative-controls guides (1,000 non-

Figure 1. Genome-wide CRISPR Screens to Identify Modifiers of Mitochondrial Dysfunction

(A) Mitochondrial chemical inhibitors used in this study: piericidin (complex I), antimycin (complex III), oligomycin (complex V), antimycin + oligomycin (∆Ψm),
ethidium bromide (mitochondrial DNA replication), chloramphenicol (mitochondrial translation), and metformin (complex I is among the proposed targets).

(B) Schematic overview of the genome-wide CRISPR screens in K562 cells. The following drug dosages were used: 0.1% DMSO, 10 mM metformin (Met), 10 nM
piericidin (Pier), 100 nM antimycin (Anti), 10 nM oligomycin (Oligo), 10 nM antimycin + 10 nM oligomycin (AO), 100 ng/mL ethidium bromide (EtBr), and 10 μg/mL
chloramphenicol (CAP).

(C) Growth curves for cumulative differences in growth under drug treatments. Growth curves for individual replicates over 15 days are shown. Gray arrows
denote time points at which samples were harvested.

(D) Categories of genetic interactions and the number of genetic modifiers associated with each category. Scatterplots of Z scores showing knockouts (KOs) that
are enriched or depleted in each drug versus DMSO are shown. KOs are scored by ∆ZDrug = (ZDrug − ZDMSO)/O2 (see STAR Methods). KO enrichment (shown in
red or magenta, ∆ZDrug > 4.8) and depletion (shown in blue, ∆ZDrug < −2.4) are used to define buffering and synthetic sick/lethal interactions, respectively. Among
buffering interactions, suppressors (∆ZDrug > 2.4) are shown in red. Known genetic modifiers (vHL and ATPIF1 as genetic suppressors of OXPHOS inhibitors and
GOT1 loss as aggravator) are highlighted. The gray dotted lines represent the cutoffs for interactions.

See also Figure S1.
(oligomycin, antimycin + oligomycin, and ethidium bromide) have a large number of unique genetic interactions (Figure S2A), and (2) generally essential genes, such as those encoding the cytosolic translation machinery, are not buffered under severe growth defect (Figure S4D). This is in stark contrast with genes that encode the mitochondrial translation machinery, which are significantly buffered under oligomycin and ethidium bromide treatment (Figure S4D).

Of the drugs we tested, metformin is of notable interest since it is one of the most widely used drugs in the world to treat type 2 diabetes and is now in clinical trials for aging (Barzilai et al., 2016), yet its direct target(s) of action is still debated. Classical studies have clearly demonstrated that complex I is a target (Owen et al., 2000), but there may be additional sites of action (Madiraju et al., 2014). Piericidin and metformin are the most similar with respect to their genome-wide profiles across the battery of drugs we tested (Figures S1F and S2A), consistent with complex I being a target of metformin.

**Intra-mitochondrial Chemical-Genetic Interactions Are Pervasive**

All of the chemicals used in this screen have targets localized within mitochondria (Figure 1A), and hence we can classify chemical-genetic interactions as "intra-mitochondrial" if the identified genetic modifier encodes a mitochondrial protein or "extra-mitochondrial" if the identified genetic modifier encodes a protein localized outside of mitochondria. Of the 38 synthetic sick/lethal hits (Figure 2A), 20 (53%) are involved in intra-mitochondrial interactions. Of the 63 suppressors (Figure 2B), 46 (73%) are involved in intra-mitochondrial interactions. Of the 91 epistatic buffering hits (Figure S2C), 64 (70%) are involved in intra-mitochondrial interactions (Figure 2C). As genes encoding mitochondrial proteins only account for 6% of the human proteome (Calvo et al., 2016), intra-mitochondrial interactions are dramatically overrepresented among both synthetic sick/lethal hits (Fisher $p = 3.5 \times 10^{-17}$) and suppressors (Fisher $p = 8.2 \times 10^{-43}$). The overrepresentation of genes encoding mitochondrial proteins among epistatic buffering interactions could be a consequence of the fact that gene losses are redundant with chemical inhibition of the same target. The rationale for overrepresentation of intra-mitochondrial interactions among synthetic sick/lethal hits and suppressors is not obvious, and such interactions may point to dense functional connectivity that occurs inside the organelle, consistent with global yeast genetic interaction screens, where functionally related genes tend to show genetic interactions (Costanzo et al., 2016; Hoppins et al., 2011).
Mitochondrial Dysfunction to Guard against Ferroptosis

GPX4, Whose Loss Is Synthetic Lethal, Is Induced by Mitochondrial Dysfunction to Guard against Ferroptosis

Figure 3. Losses of Genes Involved in Glycolysis or Pentose Phosphate Pathway Are Synthetic Sick/Lethal with OXPHOS Dysfunction

(A) Top categories of Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways among depleted KOs by gene set enrichment analysis (GSEA). The 11,102 genes was ranked by log2 fold change in descending order, and GSEA was run in the negative mode. Pathways are ordered by the maximum of –log10 false discovery rate (FDR) across 7 drugs.

(B) Growth phenotypes of K562, A375, or HT-29 cells with sgRNAs directed against the genes indicated under piericidin or antimycin treatment. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). *p < 0.05, **p < 0.01, or ****p < 0.0001 indicates two-tailed Student’s t test p value.

Genes Whose Loss Aggravates the Toxic Effects of Mitochondrial Inhibitors

We identify 38 unique genes whose loss aggravates growth defects for ≥1 mitochondrial inhibitor (Figure 2A); i.e., they are synthetic sick or lethal with mitochondrial dysfunction. As expected, we recovered G0T1, which has previously been identified to be essential for growth under phenformin treatment (Birsoy et al., 2015). Here, we report the chemical-context specificity of this interaction, as G0T1 loss is aggravated by piericidin and antimycin, but not by the other drugs. Pathway analysis (Figure 3A; Table S4) identifies glycolysis and the pentose phosphate pathway as being enriched. The top scoring multi-drug synthetic sick/lethal hits are G6PD (involved in pentose phosphate) and PFKP (glycolysis). A priori, genes associated with glycolysis are expected to be essential under OXPHOS inhibition, and we recovered multiple genes involved in this pathway (GPI, ALDOA, HK2, and PFKP) or in its regulation (PGP) among the aggravators. Two genes in the pentose phosphate pathway (G6PD and RPE) scored, suggesting an increased demand for NADPH or ribose-5-phosphate in the setting of OXPHOS inhibition.

We validated three of the newly identified synthetic lethal interactions, including G6PD, PFKP, and GPX4, which we focus on next. Loss of G6PD or PFKP increases toxicity of multiple mitochondrial inhibitors, including piericidin and antimycin, which we validated in multiple cell lines (Figure 3B). G6PD deficiency represents one of the most common enzymopathies (Cappellini and Fiorelli, 2008) and is polymorphic in hundreds of millions of individuals worldwide. To our knowledge, the synthetic sick/lethal interaction between G6PD loss and mitochondrial dysfunction has not been previously reported. PFKP encodes one of the three isozymes of the phosphofructokinase 1 (PFK-1) expressed in human cells. Of note, the loss of the other two isozymes (PFKM and PFKL) is tolerated under OXPHOS inhibitions, even when all three isozymes are highly expressed in K562 (Table S1).

GPX4, Whose Loss Is Synthetic Lethal, Is Induced by Mitochondrial Dysfunction to Guard against Ferroptosis

Glutathione peroxidase 4 (GPX4) scored as one of the strongest hits among our synthetic sick/lethal interactions; loss of this enzyme enhances the toxicity of antimycin, oligomycin, ethidium bromide, and antimycin+oligomycin (Figure S3A). It is notable that GPX4, along with G0T1, was among the most upregulated proteins in a previous proteomic profiling study in cells depleted of mtDNA (Bao et al., 2016) (Figure 4A), suggesting they may be induced by OXPHOS dysfunction. GPX4 is a selenoprotein (Maiorino et al., 1991; Ursini et al., 1985) that reduces lipid hydroperoxides to their corresponding alcohols to prevent accumulation of toxic byproducts such as malondialdehyde and 4-hydroxynonenal (Maiorino et al., 2018), which can lead to ferroptosis (Dixon et al., 2012; Stockwell et al., 2017; Yang et al., 2014). Moreover, therapy-resistant persistor cancer cells are susceptible to loss of GPX4 function, and this vulnerability has been proposed as a target for cancer therapies (Hangauer et al., 2017; Viswanathan et al., 2017).

We confirmed the synthetic lethal interaction between loss of GPX4 activity and OXPHOS inhibition by oligomycin (where the screening effect was among the strongest), selecting three cell lines (K562, HAP1, and HeLa) capable of tolerating its loss (Figure 4B) (Meyers et al., 2017). In all three cell types tested, we observed a synthetic lethal interaction between oligomycin and JKE-1674, a new specific chemical inhibitor that acts by covalently binding the catalytic selenocysteine residue of GPX4 without eliminating its expression (Eaton et al., 2018) (Figure S3F) and with an efficacy similar to the commonly used GPX4 inhibitor ML 210 (Figure 4D). We observed that the strong synthetic lethal interaction in K562 requires the cells to be grown in spent medium, as fresh medium only leads to mild growth defects (Figure S3B). We observed steady-state accumulation of lipid hydroperoxides in cells treated with both oligomycin and GPX4 inhibitor in spent medium (Figure S3C), consistent with the ferroptotic death phenotype. We confirmed an aggravating interaction between GPX4 KO HAP1 cells (Figure S3D) and oligomycin (Figures 4C and 4D). As expected, ferroptosis suppressors α-tocopherol and ferrostatin-1, but not the pan-caspase inhibitor zVAD-fmk, rescue the fitness defects of GPX4 KO cells under oligomycin treatment (Figure 4C).

We next sought to rescue this phenotype by re-expressing GPX4 in KO cells. GPX4 encodes multiple protein isoforms...
with distinct subcellular localizations (Savaskan et al., 2007). The two major isoforms, short (sGPX4) and long (lGPX4), are distinguished by the first exon (E1a), which encodes the N-terminal sequences of both isoforms but is truncated in sGPX4 (Figure S3E). The 3′ UTR of both isoforms contains a canonical selenocysteine insertion sequence (SECIS) required for GPX4’s catalytic activity (Ingold et al., 2018). Using subcellular fractionation (Figure S3F) and microscopy (Figure S3G), we find that lGPX4 is exclusively localized to mitochondria, whereas the sGPX4 is primarily localized in the cytosol. Of note, our subcellular fractionation result and a previous study in mice (Liang et al., 2009) indicate that sGPX4 can also be targeted to the mitochondria. Re-expression of the mitochondria-specific lGPX4 in GPX4 KO cells is sufficient to fully rescue the synthetic lethal interaction with oligomycin in a way that could be inhibited with JKE-1674 or ML 210 (Figure 4D). These experiments demonstrate that GPX4 activity within mitochondria is sufficient to rescue the synthetic lethal interaction, thus providing support for mitochondria being an important site for lipid hydroperoxide accumulation and ferroptosis under OXPHOS inhibition. These results also implicate an “intra-mitochondrial” synthetic lethal interaction between GPX4 loss and oligomycin toxicity.

Given that GPX4 loss is synthetic lethal with OXPHOS inhibition and previous proteomics analysis (Figure 4A), we asked whether GPX4 expression might rise in response to mitochondrial dysfunction as an adaptive response. Total GPX4 protein was upregulated under oligomycin treatment in K562, HeLa, and HAP1 cells (Figure 4E). To evaluate whether upregulation of GPX4 in response to OXPHOS dysfunction occurs in vivo, we re-analyzed the published mitochondrial proteomes from the heart tissues of five conditional KO mouse strains with OXPHOS dysfunction (Kühl et al., 2017) spanning defects in mtDNA replication (Twinkle), mtDNA maintenance (Tfam), mtDNA transcription (Polrmt), mt-mRNA stability and maturation (Lrpprc), and mitochondrial transcription termination (Mterf4). In all five models of mitochondrial disease, mitochondrial-localized...
GPX4 protein levels are increased (Figure 4F), providing strong evidence that mitochondrial GPX4 is induced in response to OXPHOS mitochondrial dysfunction in vivo. By showing that GPX4 is inducible in multiple cell types and tissues in the face of OXPHOS inhibition, and that its targeted expression within mitochondria can confer protection against OXPHOS inhibition, we propose GPX4 as an adaptive component for survival under OXPHOS dysfunction.

**Genes Whose Loss Is Epistatically Buffered by Mitochondrial Inhibitors**

Among the 154 genes involved in buffering interactions (i.e., ΔZ_{Drug} > 4.8), the majority (91) of gene KO s show no growth advantage in the primary screen as compared with the wild-type cells under drug treatment, i.e., Z_{Drug} ≤ 2.4 (Figure 1D). In this category (Figure S2C), the effect of gene loss in the presence of drug is eliminated or milder relative to what is observed in the presence of DMSO (and thus there is enrichment in drug versus DMSO, which qualifies the gene for a buffering interaction). We describe these interactions as epistatic buffering, a term used in genetics to describe the non-additive effects of two deleterious gene disruptions. Not surprisingly, many of these epistatic buffering interactions are intra-mitochondrial (Figures S2B and S2C). We subsequently validated the buffering interaction between REXO2 loss and ethidium bromide in individually targeted CRISPR KO cells (Figure S4B), providing confirmation to a previous report that REXO2 loss can be tolerated by mammalian rho0 cells lacking mtDNA (Bruni et al., 2013). REXO2 encodes a mitochondrial protein that appears to be involved in mitochondrial nucleic acid degradation. Genes involved in mitochondrial RNA processing are generally buffered under ethidium bromide (Figure S4C). The processes downstream of mtDNA, such as mRNA processing, are presumably no longer operative in the absence of mtDNA.

We identified a novel extra-mitochondrial epistatic buffering interaction between the loss of LARP1, which encodes a cytosolic protein, and oligomycin (Figure 5A). LARP1 loss also exhibits a sub-threshold interaction with ethidium bromide (Figure 5A). The buffering of LARP1 loss by mitochondrial inhibitors raises the hypothesis that LARP1 is involved in OXPHOS biology. Indeed, knocking out LARP1 gene in K562 leads to a partial reduction in oxygen consumption under basal and maximal respiration (Figure 5B). We also performed the glucose/galactose death assay as described in Arroyo et al. (2016) and showed that LARP1 loss leads to increased cell death in galactose but not in glucose (Figure 5C). Both results suggest that LARP1 is required for intact OXPHOS capacity.

LARP1 is known to regulate cytosolic translation through binding to mRNA containing the 5′ terminal oligopyrimidine (TOP) motif, in response to mammalian target of rapamycin (mTOR) signaling (Fonseca et al., 2015; Tcherkezian et al., 2014). While LARP1 homologs in S. cerevisiae (Kershaw et al., 2015) and Drosophila (Zhang et al., 2016) have been shown to regulate mitochondrial protein abundance, to our knowledge, involvement of LARP1 in the regulation of OXPHOS has not been previously reported in human or mammalian systems. To predict the specific function of LARP1 with human mitochondria, we considered co-dependency profiles (Figure 5D) across our chemical-genetic compendium to predict gene function (see STAR Methods). Co-dependency profiling reveals LARP1 to be one of the few non-mitochondrial proteins within a tight cluster that is functionally related to mitochondrial translation (Figure S4A).

Consistent with the hypothesis of LARP1 being involved in mitochondrial translation, the abundance of mtDNA-encoded MT-CO1 and MT-CO2 is reduced in LARP1 KO (Figure 5E). This reduction in MT-CO1 and MT-CO2 upon LARP1 loss without an apparent effect on mtDNA copy number (Figure 5F) or mRNA level (Figure 5G) is consistent with a role in mitochondrial translation for LARP1. LARP1 loss also affects a subset of nuclear encoded mitochondrial proteins, notably complex I (NDUFB8) and complex II (SDHB) subunits (Figure 5E). The mechanism by which oligomycin or ethidium bromide, but not other mitochondrial inhibitors, buffers the loss of genes involved in mitochondrial translation including LARP1 (Figures S4A and S4D), requires further investigation.

**Genes Whose Loss Suppresses the Toxic Effects of Mitochondrial Inhibitors**

Among the collection of genes broadly characterized as buffering, we report 63 suppressors whose loss alleviates the toxic growth effects of mitochondrial inhibitors (Figure 2B). Our screening data predict that knocking out these genes can genuinely reduce or reverse the proliferative defects of mitochondrial dysfunction. The losses of these genes either play an active role in compensating for or protecting against the underlying pathophysiology, or they prevent drug toxicity. This group of chemical-genetic interactions includes two recently identified genetic suppressors of mitochondrial dysfunction, ATPIF1 and vHL, while providing new information into the specificity of their suppressive actions. We find that loss of ATPIF1 suppresses the growth effects of antimycin + oligomycin and ethidium bromide but does not effectively suppress toxicity from piciridin, metformin, antimycin, oligomycin, or chloramphenicol (Figure 2B). This pattern is consistent with the notion that ATPIF1 is a strong genetic suppressor under drug treatments that compromise mitochondrial membrane potential (Chen et al., 2014). Co-treatment with antimycin + oligomycin collapses membrane potential acutely, whereas ethidium bromide depletes membrane potential more slowly due to chronic loss of both the electron transport chain and complex V. As ATPIF1 functions as an inhibitor of the ATPase activity of complex V, loss of ATPIF1 allows reversal of complex V to defend the membrane potential. This result points to the essential role of membrane potential for cell survival under severe mitochondrial dysfunction, consistent with classic results in S. cerevisiae (Veatch et al., 2009).

Loss of vHL, in contrast, suppresses antimycin, oligomycin, and antimycin + oligomycin but does not suppress other drugs including ethidium bromide. Of note, our screen has also identified TCEB2, which co-expresses with OXPHOS transcripts (Baughman et al., 2009) while its gene product physically interacts with vHL protein (Stebbins et al., 1999). Our screen has also revealed numerous genetic suppressors not previously reported—notably complex I genes (which we discuss later) and nuclear factors such as NAIF1, NRZF2, and SIN3A and its corepressor complex component SUDS3, KLF16, C7orf26, and the PP2A regulator FAM122A (Figure 2B).
Suppression of Oligomycin’s Toxicity by Simultaneous Loss of Mitochondrial Complex I

Our screen has also identified numerous genetic suppressors not previously reported, but perhaps most striking, we find that many complex I subunits appear to score as genetic suppressors of oligomycin. Complex I represents the entry point to the electron transport chain and consists of ~45 subunits, 38 of which are encoded by the nuclear genome. KOs of a very large number of nuclear-encoded subunits and assembly factors are enriched under oligomycin (Figure 6A) and, to a lesser extent, antimycin-oligomycin (Figure S5A). Enrichment of complex I KOs is weaker with antimycin treatment and is not observed with other drug treatments (Figure S5A). We validated the alleviation of oligomycin’s toxicity by NDUFA9 loss (Figure 6B) and

Figure 5. Loss of Cytosolic Protein LARP1 Is Buffered under OXPHOS Inhibition

(A) Scatterplots of Z scores highlighting KO of LARP1 in oligomycin (top) or ethidium bromide (bottom) versus DMSO. The gray dotted lines represent the cutoffs for interactions.

(B) Oxygen consumption as assessed by the Seahorse Extracellular Flux (XFe96) Analyzer in K562 cells with sgRNAs directed against the genes indicated (average ± SEM, n = 6).

(C) Cell death as assessed by Annexin V staining and flow cytometry in K562 cells cultured in glucose or galactose containing medium with sgRNAs directed against the genes indicated (average ± SEM, n = 3).

(D) Heatmap of co-dependency based on hierarchical clustering of Pearson correlations between the mean log2-fold changes across sgRNAs for genes. Disjoint modules (demarcated with red triangles) were annotated by assigned Gene Ontology (GO) term that was significantly enriched in that cluster (hypergeometric p ≤ 10^-10). Black ticks represent genes that are listed in the MitoCarta2.0 database (Calvo et al., 2016). The red arrow denotes LARP1.

(E) Immunoblots for the specified mitochondrial proteins and LARP1 in K562 cells with sgRNAs directed against the genes indicated. A representative experiment is shown.

(F) Real-time PCR-based measurement of mtDNA relative to nuclear DNA (nDNA) in K562 cells with sgRNAs directed against the genes indicated (average ± SEM, n = 3).

(G) Taqman gene expression analysis of transcripts of OXPHOS components in K562 cells with sgRNAs directed against the genes indicated (average ± SEM, n = 3). For (C) and (F), ns p > 0.05 or ***p<0.001 indicates two-tailed Student’s t test p value.

See also Figure S4.
confirmed its drug specificity as only epistatic buffering effects were observed under piericidin or antimycin (Figure S5B). In addition, we found that the specific complex I inhibitor piericidin can alleviate oligomycin’s toxicity in multiple cell lines (Figure 6B). Metformin, which targets complex I, can also alleviate oligomycin’s toxicity (Figure 6B).

While the loss of complex I can robustly alleviate oligomycin’s toxicity, the converse is not true as the loss of complex V components, with the possible exception of ATP5A1, is not alleviated or buffered by chemical inhibitors of complex I. The lack of reciprocity of interaction is likely due to the non-equivalence of pharmacologic inhibition of complex V and biallelic genetic loss of a component of complex V. Under oligomycin treatment, complex V is intact and OXPHOS is inhibited, typically leading to mitochondrial membrane hyperpolarization. On the other hand, biallelic genetic loss of a complex V subunit may lead to a different outcome since complex V can defend membrane potential through reversal of activity, as well as dissipate it. Moreover, the F1–ATPase of complex V has been implicated in the maintenance of mtDNA (Contamine and Picard, 2000). As such, biallelic loss of a complex V component may affect the stability of other complexes of the electron transport chain or impact their expression due to defective mtDNA maintenance, which is not recapitulated by oligomycin action. Therefore, while the intra-OXPHOS suppression of complex V dysfunction by complex I loss has not been previously reported to our knowledge, it is restricted to specific modes of complex V inhibition modeled by oligomycin.

**Suppression of Oligomycin’s Toxicity by Complex I Loss Is Not Simply Explained by Deficiency of Pyrimidines or Toxicity of Reactive Oxygen Species**

We first sought to determine whether an important resource required for proliferation is depleted under oligomycin but restored when complex I activity is simultaneously inhibited. One candidate is pyrimidines, as it has been shown that OXPHOS dysfunction leads to a stalling of dihydroorotate dehydrogenase (DHODH), a rate-limiting enzyme in de novo pyrimidine biosynthesis that requires oxidized coenzyme Q as a cofactor (Krutonenko et al., 2010). Though not well appreciated, complex I inhibition can actually upregulate de novo pyrimidine biosynthesis (Shaham et al., 2010), owing to the fact that complex I inhibition makes a larger part of the oxidized Q pool available for other Q-linked enzymes including DHODH. Such a mechanism may be especially important when reoxidation of the coenzyme Q pool is limited or disabled with a blockade downstream (e.g., antimycin or oligomycin treatment). However, pyrimidine deficiency cannot explain the suppression by complex I inhibition, as uridine was supplemented during screening and validation (Figures 6B and 6C). In addition, the interaction between complex I and complex V occurs to a similar extent when uridine is not supplemented and dialyzed serum is used (Figure 6C). In K562 cells, the uridine salvage pathway is operative as evidenced by the fact that loss of uridine-cytidine kinase UCK2 is synthetic lethal with antimycin (Figure 2A), a condition under which reoxidation of coenzyme Q is blocked and de novo pyrimidine synthesis is disabled, causing the cells to rely entirely on uridine salvage for pyrimidines. As such, pyrimidine levels are presumably supported by the salvage pathway, arguing against restoring de novo pyrimidine synthesis as the key mechanism of suppression.

We next sought to determine whether oligomycin leads to the buildup of a toxin that can be cleared when complex I is simultaneously inhibited, the most obvious candidate being some form of reactive oxygen species (ROS). Oligomycin treatment hyperpolarizes the mitochondrial membrane potential (as it prevents the proton gradient from being dissipated for ATP synthesis) and is a known driver of ROS formation, either by...

---

**Figure 6. Suppression of Oligomycin’s Toxicity by Loss of Complex I Activity**

(A) Scatterplot of the fitness of a gene KO in oligomycin (Z_{Oligo}) versus its fitness in DMSO (Z_{DMSO}). Gray dots denote all 11,102 genes in the analysis, and the red dots denote 50 nuclear genes that encode structural subunits and assembly factors of complex I.

(B) Validation of NDUF9 loss, piericidin, and metformin as suppressors of oligomycin in HAP1, 293T, HT-29, HeLa, and K562 cells. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3).

(C) Validation of piericidin as a suppressor of oligomycin in K562 in the presence (+Uridine) or absence (−Uridine) of 50 μg/mL uridine supplementation. Diaxyl serum was used for −Uridine growth. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). In (B) and (C), *p < 0.05 or **p < 0.01 indicates two-tailed Student’s t test p value.

(D) Oxygen consumption as assessed by the Seahorse Extracellular Flux (XFe96) Analyzer in K562 cells after 3 days of drug treatment (average ± SEM, n = 12).

(E) Corrected extracellular acidification rate as assessed by the Seahorse Extracellular Flux (XFe96) Analyzer in K562 after 3 days of drug treatment (average ± SEM, n = 12).

(F) Media lactate levels in K562 using targeted mass spectrometry after 3 days of drug treatment (average ± SEM, n = 3). *p < 0.05 indicates two-tailed Student’s t test p value.

(G) Volcano plot comparing piericidin+oligomycin to oligomycin from full-scan metabolomics in K562 using mass spectrometry after 3 days of drug treatment (average ± SEM, n = 3). Highlight in red indicates *p < 0.05 two-tailed Student’s t test p value.

(H) Schematics for stable isotope labeling with [U-13C]glutamine to monitored 13C incorporation in key metabolites.

(I) Total metabolite pools and 13C labeling pattern of citrate, 2-hydroxyglutarate, and proline over the course of 8 h upon tracer analysis with [U-13C]glutamine in K562 cells. Cells were pretreated in drugs in uridine-free medium 48 h prior to [U-13C]glutamine supplementation (average ± SEM, n = 3). *p < 0.05 or **p < 0.01 indicates two-tailed Student’s t test p value.

(J) Growth phenotypes of K562 cells with sgRNAs directed against G6PD under oligomycin or piericidin+oligomycin treatment. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). *p < 0.01 indicates two-tailed Student’s t test p value.

(K) Growth phenotypes of cells stably expressing a vector vehicle or cytosolic TPNOX under the specified treatment in K562. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). ns p > 0.05 or *p < 0.01 indicates two-tailed Student’s t test p value. Top shows immunoblots for FLAG and the TOMM220 loading control for cells expressing either the vector vehicle or cytosolic TPNOX.

See also Figure S5.
succinate-driven reverse electron transport (RET) (Chouchani et al., 2014) or via over-reduced states of the CoQ and NADH pools (Robb et al., 2018). We confirmed that oligomycin hyperpolarizes mitochondria in K562, and such hyperpolarization can be suppressed by simultaneous treatment with piericidin or the mitochondria-specific uncoupler BAM15 (Kenwood et al., 2014) (Figure S5C). Simultaneous administration of an intermediate dose (1 μM) of uncoupler improves proliferation under oligomycin (Figure S5D). However, the level of oligomycin-induced mitochondrial superoxide is suppressed by BAM15 only when a high concentration (5 mM) of succinate is provided, but not under normal culture condition (Figure S5E).

Piericidin significantly increases mitochondrial superoxide under oligomycin (Figure S5E) in K562, which does not support complex I-RET being a significant source of mitochondrial superoxide. Furthermore, administration of antioxidants, including the specific complex I-RET inhibitor S1QEL (Brand et al., 2016), does not suppress oligomycin’s toxicity (Figure S5F). Hence, oligomycin’s toxicity, and the mechanism by which it is suppressed by complex I loss, cannot be simply explained by ROS toxicity.

Inhibiting Complex I Activity Rebalances Redox Cofactors and Promotes Glycolysis and Reductive Carboxylation under Oligomycin Treatment

Next, we investigated the bioenergetic and metabolic consequences of complex I inhibition on oligomycin-treated cells. As measured using a Seahorse XF96 Extracellular Flux Analyzer (Agilent), inhibition of complex I with piericidin eliminates oligomycin-resistant respiration (Figure 6D), arguing against a suppression mechanism that involves reactivation of electron transport chain activity such as the alleviation enabled by uncouplers. When OXPHOS is dysfunctional, glycolysis is capable of compensating for ATP production as long as glucose is provided in the culture medium. As ATP availability is crucial for proliferation, we next asked whether elevated glycolysis is part of the suppression mechanism by complex I loss. We measured glycolytic rates with a Seahorse assay termed GlycoPER (see STAR Methods) and found it to be higher under piericidin+oligomycin than oligomycin alone in multiple cell lines (Figures 6E and S5G). To buttress the Seahorse results, we measured media lactate levels in K562 using targeted mass spectrometry and observed an elevated lactate excretion under piericidin+oligomycin (Figure 6F). Furthermore, we found that pyruvate supplementation is essential for complex I inhibition to alleviate oligomycin’s toxicity (Figure S5H), as pyruvate withdrawal renders piericidin treatment detrimental to oligomycin-treated cells. Under OXPHOS inhibition, pyruvate supplementation is required for NADH oxidation by the cytosolic lactate dehydrogenase to regenerate NAD+ for glycolysis (King and Attardi, 1989; Titov et al., 2016), consistent with glycolysis being instrumental for the alleviation.

To more broadly characterize the metabolic changes that arise from a combined piericidin+oligomycin treatment, we performed full-scan intracellular metabolomics using mass spectrometry in K562 cells. We identified 2-hydroxyglutarate (2-HG) to be the most upregulated, statistically significant metabolite under piericidin+oligomycin when compared to oligomycin alone, followed by the non-essential amino acid proline, which is not in the media used (Figure 6G). The elevation of 2-HG has been linked to reductive carboxylation of α-ketoglutarate (Mullen et al., 2014), presumably as a consequence of a higher NADH/NAD+ ratio under mitochondrial dysfunction or hypoxia (Mullen et al., 2011; Wise et al., 2011). The whole cell NADH/NAD+ ratio is substantially elevated under piericidin+oligomycin (Figure S5I) when compared to oligomycin alone in our system, with a redox cofactor balance that favors reductive synthesis.

To confirm that reductive carboxylation is indeed promoted under combined piericidin+oligomycin treatment, we cultured K562 cells under DMSO, oligomycin, or piericidin+oligomycin with [U-13C]glutamine and monitored 13C incorporation in tricarboxylic acid (TCA) cycle intermediates and other key metabolites over the course of 8 h using mass spectrometry. Oxidative metabolism of uniformly labeled 13C-glutamine generates M+4 citrate, whereas reductive biosynthesis leads to M+5 citrate (Figure 6H). Glutamine-derived proline and 2-HG also contain five glutamine-derived 13C (M+5). Indeed, reductive synthesis of citrate from glutamine, as identified by the level of M+5 citrate, significantly increases under piericidin+oligomycin when compared to oligomycin alone (Figure 6I). While oligomycin reduces the overall citrate level, piericidin+oligomycin restores the citrate to a level comparable to the DMSO control. We observed an increased reliance on reductive synthesis of citrate under piericidin+oligomycin across multiple cell lines (Figure S5J). We also observed a significant increase in 2-HG under piericidin+oligomycin. The 2-HG is produced primarily from glutamine as indicated by the M+5 mass isotopomer (Figure 6I), providing additional evidence for an elevated flux in reductive carboxylation of α-ketoglutarate by one of the NAD(P)H-dependent dehydrogenases. Finally, the intracellular proline pool, whose level is restored under piericidin+oligomycin, entails a significant fraction derived from glutamine as evidenced by M+5 mass isotopomer, likely because proline can be derived from glutamate in an NADH- and NADPH-dependent pathway (Phang et al., 2015). An increase in proline from glutamine source implicates an intracellular redox state that favors reductive biosynthesis, consistent with the observed elevation of 2-HG and M+5 citrate.

Since reductive biosynthesis is largely driven by the reducing power of cytosolic NADPH, we sought to determine whether the ability to suppress oligomycin by complex I inhibition is sensitive to the availability of cytosolic NADPH. First, we used G6PD KO, whose loss is synthetic lethal with complex I inhibition (Figure 3B), to reduce the formation of cytosolic NADPH and observed a more severe proliferation defect under piericidin+oligomycin than oligomycin alone (Figure 6J). Next, we expressed the genetically encoded, water-forming NADPH oxidase TPNOX (Cracan et al., 2017) to promote consumption of cytosolic NADPH and found that it blunted the suppression of oligomycin’s toxicity by complex I inhibition (Figure 6K). Both results support the involvement of reductive carboxylation in the suppression by complex I loss, as cytosolic NADPH is heavily used in reductive biosynthesis within cells (e.g., citrate, fatty acids, and proline). Collectively, these experiments demonstrate that, in the setting of complex V inhibition, simultaneous
loss of complex I boosts fitness via a mechanism that involves promoting glycolysis and reductive carboxylation through rebalancing redox cofactors.

**DISCUSSION**

We have utilized a CRISPR screening approach to discover new genetic modifiers of mitochondrial dysfunction. In total, we report chemical-genetic interactions involving 191 genes, of which 38 are classified as synthetic sick/lethal, 63 are suppressors, and 91 are epistatically buffering (one gene is classified in two categories). Our compendium recovers recently reported genetic suppressors (ATPIF1 and vHL), as well as genes involved in synthetic sick/lethal interactions (GOT1) and epistatic buffering (REXO2). We have been able to validate multiple novel interactors, namely G6PD, PFKP, GPX4, LARP1, and complex I. We have illustrated the utility of this compendium via four vignettes that explore some of the strongest hits identified.

More than half of the 101 genes that are suppressors or synthetic sick/lethal hits (Figure 2) participate in only one chemical-genetic interaction, consistent with the notion that mitochondrial lesions each have very distinct patterns of genetic interactions. Our work provides unexpected genetic insights into the connectivity of OXPHOS both within mitochondria and with the rest of the cell. While 35% of the synthetic sick/lethal or candidate suppressor genes we report encode proteins resident outside of mitochondria (underscoring the coupling between processes within the organelle and the remainder of the cell), we were surprised to find that 65% of these genetic modifiers involve genes encoding mitochondrial proteins, far greater than expected by chance given that only 6% of all nuclear genes encode mitochondrial proteins. This observation reflects the fact that many pathways within the organelle locally sense and modify mitochondrial lesions. The enrichment of intra-organelle genetic interactions relative to inter-organelle interactions has been observed in previously reported yeast genetic interaction screens (Costanzo et al., 2016; Hoppins et al., 2011). To the best of our knowledge, the extent of intra-organelle interactions in mammalian biology is underappreciated and has not been previously reported. In the coming years, as chemical-genetic and related approaches are applied to other organelles, it will be interesting to see whether a similar pattern of intra-organelle versus extra-organelle interactions emerges in mammalian systems.

Extra-mitochondrial synthetic sick/lethal interactions are exemplified by genes involved in glycolysis or the pentose phosphate pathway. Genes associated with glycolysis are expected to be indispensable under OXPHOS inhibition, as glycolytic ATP production becomes essential in the face of OXPHOS dysfunction. The phosphofructokinase 1 (PFK-1), for which PFKP encodes one of its three isozymes, represents a key step that commits glucose to glycolysis and is tightly regulated by multiple metabolites (Mor et al., 2011). PFKP has been shown to be highly upregulated by Ras oncogene (Tanner et al., 2018) and stabilized by AKT in glioblastoma (Lee et al., 2017) and is implicated in promoting aerobic glycolysis. A highly regulated component of glycolysis, PFKP may play an especially important role in determining the utilization and fate of glucose when OXPHOS is inhibited. The pentose phosphate pathway gene G6PD is particularly important for NADPH homeostasis as it encodes the enzyme that generates the vast majority of cytosolic NADPH (Chen et al., 2019). Cytosolic NADPH production might become increasingly important in the face of OXPHOS dysfunction, as it is implicated in the reductive biosynthesis of citrate and fatty acids and important in ROS defense.

Our work suggests that the intra-mitochondrial synthetic sick/lethal hit GPX4 may be a part of a homeostatic feedback loop designed to guard against mitochondrial dysfunction. The upregulation of GPX4 in response to OXPHOS dysfunction could be controlled by a nuclear transcriptional program, such as the ATF4-dependent integrated stress response (Bao et al., 2016). It is notable that GPX4 is also normally induced during the PGC-1α transcriptional program for mitochondrial biogenesis (Mootha et al., 2004), indicating that this is likely part of a physiologic relationship whereby elevated OXPHOS activity is met with an increased need for GPX4. The interaction between OXPHOS dysfunction and loss of GPX4 is richly supported by in vivo reports of patients with mitochondrial disease, who can show elevated levels of toxic byproducts of lipid hydroperoxides such as malondialdehyde and 4-hydroxynonenal (Thompson Legault et al., 2015), and combined with the current screening results, raise the question of whether lipid peroxidation contributes to mitochondrial pathogenesis. OXPHOS dysfunction may lead to altered glutathione and NADPH metabolism, both of which play very important roles in the prevention of lipid peroxidation and GPX4 activity. Disrupting glutathione metabolism using erastin or buthionine sulfoximine, or by cysteine starvation, has been shown to induce ferroptotic cell death (Dixon et al., 2012; Gao et al., 2019). As previously discussed, our screens reveal that loss of G6PD exacerbates the growth defect caused by OXPHOS inhibition, raising the question of whether this interaction can be related to ferroptosis, as the pentose phosphate pathway is a major source of cellular NADPH for reductive synthesis of fatty acids and lipids. Lipid metabolism represents another important aspect for the regulation of ferroptosis (Doll et al., 2017; Zou et al., 2019). It was recently reported that inhibition of complexes I–IV of the electron transport chain suppresses ferroptosis induced by cysteine deprivation, specifically in cell lines that do not tolerate GPX4 loss (Gao et al., 2019). In contrast, our work suggests that the expression of GPX4 is induced in response to OXPHOS dysfunction and that the inhibition of ATP synthase by oligomycin sensitizes cells to ferroptotic death when GPX4 is also inhibited. Future studies will be required to reconcile these related findings and how they operate in vivo in states such as cancer.

We find that loss of the cytosolic protein LARP1 is itself toxic, but it’s less toxic than expected in the setting of OXPHOS inhibition. Such a buffering interaction raises the hypothesis that LARP1 is functionally related to OXPHOS, which we experimentally confirm. Co-dependency profiles predict cytosolic LARP1 to regulate intra-mitochondrial protein translation, which we
support with experimental evidence. While our finding repre-
sents the first report linking human LARP1 to mitochondrial func-
tion, previous studies have shown that LARP1 homologs in S. cerevisiae can affect the expression of many nuclear-encoded mitochondrial proteins (Kershaw et al., 2015). Likewise, a previ-
ous paper (Zhang et al., 2016) showed that the Drosophila homo-
log of LARP1 is recruited to the outer mitochondrial membrane and is involved in the synthesis of nuclear-encoded mitochon-
drial proteins. As both human LARP1 and mTOR signaling have been shown to regulate translation through the 5′ TOP motifs (Fonseca et al., 2015; Thoreen et al., 2012), it will be interesting to determine whether TOP motifs are harbored at the 5′ UTR of any nuclear encoded genes that are important for mitochondrial translation and whether mTOR is capable of regulating their expression.

One of the most surprising and striking intra-mitochondrial genetic suppressors we have identified is the alleviation of com-
pound V dysfunction by simultaneous loss of complex I. Such an intra-mitochondrial interaction could not have been discovered by genetic interaction mapping in S. cerevisiae, as S. cerevisiae does not have a macromolecular complex I. We note that this type of intra-system suppression has previously been described in the context of antibiotic actions (Bollenbach et al., 2009; Yeh et al., 2009), but to our knowledge, it has never before been re-
presented in a mammalian system, and certainly not described in the context of mitochondrial physiology. A very large number of distinct genetic losses of complex I subunits suppress the toxicity of oligomycin (Figure 6A). We validate that NDUFA9 loss, piericidin, or metformin can eliminate the toxic effect of oli-
gomycin (Figures 6B and 6C).

The validation of complex I as a true suppressor of OXPHOS dysfunction may help explain key observations from disease biology. Our work implies fitness benefits of complex I loss under certain circumstances, raising the ques-
tion of whether it contributes to the proliferation of certain types of cancers such as renal oncocytoma and Hurthle cell thyroid carcinoma, in which complex I loss is shown to be a driver event (Gopal et al., 2018a, 2018b). It will be interesting to test whether certain aspects of oligomycin’s effects, such as oligomycin-resistant respiration, mitochondrial hyperpolarization, or susceptibility to lipid peroxidation, are prominent in the cells of origin of these cancers such that loss of complex I is favorable. Moreover, our genetic interactions also support the notion that metformin targets complex I, and the unantici-
ipated interaction between complex I and oligomycin raises a new mechanistic hypothesis about how metformin may alleviate aging (Barzilai et al., 2016). Specifically, the widely documented age-associated decline in mitochondrial OXPHOS activity (Trounce et al., 1989) may have cellular pathologies that are actually alleviated by inhibition of complex I via drugs such as metformin. Notably, it has been shown in C. elegans that a significant decline in ATP-linked oxygen consumption occurs over aging (Huang and Lin, 2018), implicating the loss of complex V activity as a signature for worm aging. Our work raises the specific hypothesis that metformin’s ability to prolong lifespan at the organismal level may be related to its ability to suppress complex V inhibition at the cellular level. The ability of complex I loss to improve
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### KEY RESOURCES TABLE

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibodies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPX4</td>
<td>Abcam</td>
<td>Cat # ab125066; RRID: AB_10973901</td>
</tr>
<tr>
<td>Beta-Actin</td>
<td>Sigma</td>
<td>Cat # A5441; RRID: AB_476744</td>
</tr>
<tr>
<td>ATP5B</td>
<td>Sigma</td>
<td>Cat # HPA001528; RRID: AB_1078242</td>
</tr>
<tr>
<td>TOMM20</td>
<td>Santa Cruz</td>
<td>Cat # SC-11415; RRID: AB_2207533</td>
</tr>
<tr>
<td>MT-CO1</td>
<td>Abcam</td>
<td>Cat # ab14705; RRID: AB_2084810</td>
</tr>
<tr>
<td>CYCS</td>
<td>BD Biosciences</td>
<td>Cat # 556432; RRID: AB_396416</td>
</tr>
<tr>
<td>Human OXPHOS cocktail</td>
<td>Abcam</td>
<td>Cat # ab110411; RRID: AB_2756818</td>
</tr>
<tr>
<td>LARP1</td>
<td>Abcam</td>
<td>Cat # ab86359; RRID: AB_1925169</td>
</tr>
<tr>
<td>FLAG M2</td>
<td>Sigma</td>
<td>Cat # F1804; RRID: AB_262044</td>
</tr>
<tr>
<td>PFKP</td>
<td>Sigma</td>
<td>Cat # HPA018257; RRID: AB_10960391</td>
</tr>
<tr>
<td>G6PD</td>
<td>Sigma</td>
<td>Cat # HPA000834; RRID: AB_1078977</td>
</tr>
<tr>
<td>HRP-linked anti-rabbit IgG</td>
<td>GE Healthcare</td>
<td>Cat # NA934; RRID: AB_772206</td>
</tr>
<tr>
<td>HRP-linked anti-mouse IgG</td>
<td>GE Healthcare</td>
<td>Cat # NA931; RRID: AB_772209</td>
</tr>
<tr>
<td>IRDye 800CW Goat anti-Mouse IgG (H + L)</td>
<td>LI-COR Biosciences</td>
<td>Cat # 926-32210; RRID: AB_621842</td>
</tr>
<tr>
<td>IRDye 800CW Goat anti-Rabbit IgG (H + L)</td>
<td>LI-COR Biosciences</td>
<td>Cat # 926-32211; RRID: AB_621843</td>
</tr>
<tr>
<td>IRDye 680RD Goat anti-Mouse IgG (H + L)</td>
<td>LI-COR Biosciences</td>
<td>Cat # 926-68070; RRID: AB_10956588</td>
</tr>
<tr>
<td>IRDye 680RD Goat anti-Rabbit IgG (H + L)</td>
<td>LI-COR Biosciences</td>
<td>Cat # 926-68071; RRID: AB_10956166</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chemicals, Peptides, and Recombinant Proteins</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>JKE-1674</td>
<td>Eaton et al., 2018</td>
<td><a href="https://doi.org/10.1101/376764">https://doi.org/10.1101/376764</a></td>
</tr>
<tr>
<td>DMEM, high glucose, pyruvate</td>
<td>GIBCO</td>
<td>Cat # 11995073</td>
</tr>
<tr>
<td>Sodium Pyruvate</td>
<td>GIBCO</td>
<td>Cat # 11360070</td>
</tr>
<tr>
<td>L-Glutamine</td>
<td>GIBCO</td>
<td>Cat # 25030081</td>
</tr>
<tr>
<td>Fetal Bovine Serum</td>
<td>GIBCO</td>
<td>Cat # 26140079</td>
</tr>
<tr>
<td>Fetal Bovine Serum, dialyzed</td>
<td>GIBCO</td>
<td>Cat # 26400044</td>
</tr>
<tr>
<td>DMEM, no glucose, no glutamine, no phenol red</td>
<td>GIBCO</td>
<td>Cat # A1443001</td>
</tr>
<tr>
<td>DMEM low Glucose, w/ L-Glutamine</td>
<td>US Biological</td>
<td>Cat # D9800</td>
</tr>
<tr>
<td>Seahorse XF Base Medium with 5 mM HEPES</td>
<td>Agilent</td>
<td>Cat # 103575-100</td>
</tr>
<tr>
<td>Phenol Red</td>
<td>Sigma</td>
<td>Cat # P3532</td>
</tr>
<tr>
<td>D-(-)-Glucose solution</td>
<td>Sigma</td>
<td>Cat # G8644</td>
</tr>
<tr>
<td>Galactose</td>
<td>Sigma</td>
<td>Cat # PHR1206</td>
</tr>
<tr>
<td>Uridine</td>
<td>Sigma</td>
<td>Cat # U3750</td>
</tr>
<tr>
<td>Penicillin-Streptomycin</td>
<td>GIBCO</td>
<td>Cat # 15140122</td>
</tr>
<tr>
<td>Puromycin Dihydrochloride</td>
<td>GIBCO</td>
<td>Cat # 10131035</td>
</tr>
<tr>
<td>G-418 solution</td>
<td>Sigma</td>
<td>Cat # 4727878001</td>
</tr>
<tr>
<td>Cell-Tak</td>
<td>Corning</td>
<td>Cat # 354240</td>
</tr>
<tr>
<td>Metformin / 1,1-Dimethylbiguanide HCl</td>
<td>Sigma</td>
<td>Cat # D150959</td>
</tr>
<tr>
<td>Piericidin A</td>
<td>Enzo Life Sciences</td>
<td>Cat # ALX-380-235-M002</td>
</tr>
<tr>
<td>Antimycin A</td>
<td>Sigma</td>
<td>Cat # A8674</td>
</tr>
<tr>
<td>Oligomycin A</td>
<td>Sigma</td>
<td>Cat # 75351</td>
</tr>
<tr>
<td>Ethidium bromide</td>
<td>Sigma</td>
<td>Cat # E1510</td>
</tr>
<tr>
<td>Chloramphenicol-Water Soluble</td>
<td>Sigma</td>
<td>Cat # C3175</td>
</tr>
<tr>
<td>Rotenone</td>
<td>Sigma</td>
<td>Cat # F8875</td>
</tr>
<tr>
<td>2-Deoxy-D-glucose</td>
<td>Sigma</td>
<td>Cat # D8375</td>
</tr>
</tbody>
</table>

(Continued on next page)
### Critical Commercial Assays

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seahorse XFe96 FluxPaks</td>
<td>Agilent</td>
<td>Cat # 102416-100</td>
</tr>
<tr>
<td>Seahorse XF Glycolytic Rate Assay Kit</td>
<td>Agilent</td>
<td>Cat # 103344-100</td>
</tr>
<tr>
<td>Annexin V Alexa Fluor 647 conjugate</td>
<td>Invitrogen</td>
<td>Cat # A23204</td>
</tr>
<tr>
<td>TMRM</td>
<td>Invitrogen</td>
<td>Cat # T668</td>
</tr>
<tr>
<td>Hoechst 33342, Trihydrochloride, Trihydrate</td>
<td>Invitrogen</td>
<td>Cat # H3570</td>
</tr>
<tr>
<td>BODIPY 581/591 C11</td>
<td>Invitrogen</td>
<td>Cat # D3861</td>
</tr>
<tr>
<td>MitoSOX Red</td>
<td>Invitrogen</td>
<td>Cat # M36008</td>
</tr>
</tbody>
</table>

(Continued on next page)
Continued

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>TaqMan TBP</td>
<td>Thermo Fisher Scientific</td>
<td>Assay ID Hs00427620_m1</td>
</tr>
<tr>
<td>Novex 4–20% Tris-Glycine Mini Gels</td>
<td>Thermo Fisher Scientific</td>
<td>Cat # XP04202BOX</td>
</tr>
<tr>
<td>Trans-Blot Turbo Midi Nitrocellulose Transfer Packs</td>
<td>BioRad</td>
<td>Cat # 1704159</td>
</tr>
<tr>
<td>M-MLV Reverse Transcriptase</td>
<td>Promega</td>
<td>Cat # M1701</td>
</tr>
</tbody>
</table>

Deposited Data

| Expression levels in K562 based on RNaseq | Slavoff et al., 2013 | GEO: GSE34740 |

Experimental Models: Cell Lines

<table>
<thead>
<tr>
<th>Cell Line</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>K562</td>
<td>ATCC</td>
</tr>
<tr>
<td>HeLa</td>
<td>ATCC</td>
</tr>
<tr>
<td>293T</td>
<td>ATCC</td>
</tr>
<tr>
<td>A375</td>
<td>ATCC</td>
</tr>
<tr>
<td>HT-29</td>
<td>ATCC</td>
</tr>
<tr>
<td>HAP1</td>
<td>Horizon Discovery</td>
</tr>
<tr>
<td>HAP1 GPX4 KO</td>
<td>Horizon Discovery</td>
</tr>
<tr>
<td>HAP1 NDUF49 KO</td>
<td>Horizon Discovery</td>
</tr>
</tbody>
</table>

Oligonucleotides

<table>
<thead>
<tr>
<th>Oligonucleotides</th>
<th>Source</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP sgRNA control GGGCGAGGAGCTGTCACCAG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>G6PD sgRNA 1 AGAGGTGCGAGCCAAAGATG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>G6PD sgRNA 2 TGCGCGTCCCAGGCTTACAG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>PFKP sgRNA 1 GATGTTGTCACAACTCTCGG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>PFKP sgRNA 2 GCGGAGATGCTAGATCCCAAA</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>GPX4 sgRNA 1 AAGATCAAAGAGTTGCACCAG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>GPX4 sgRNA 2 GAGCTGAGGTAGTTACCTTT</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>LARP1 sgRNA 1 TAGTGCAACTACTCACAG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>LARP1 sgRNA 2 GCTGTTCCTAAACAGCCG</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>REXO2 sgRNA 1 CTTCAGCTTGCCTTAACCA</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>REXO2 sgRNA 2 ATAAATCGGATAGCTTAGCC</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>Tagman mtDNA assay-ND2 Forward TGGTGGTTAT ACCTTCTCCGTACTA</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
<tr>
<td>Tagman mtDNA assay-ND2 Reverse CCTGCAAAGA TGGTAGATAGTGA</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
<tr>
<td>Tagman mtDNA assay-ND2 Probe cccgtgccccacacc</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
<tr>
<td>Tagman nucDNA assay- AluYb8 Forward CTTGCAG TGAGGCCAGATT</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
<tr>
<td>Tagman nucDNA assay- AluYb8 Reverse GAGACG GAGTCCTGCTCCTGC</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
<tr>
<td>Tagman nucDNA assay- AluYb8 Probe ACTGCAG TCCGAGTCCGGCCT</td>
<td>Bao et al., 2016</td>
<td><a href="https://doi.org/10.7554/eLife.10575">https://doi.org/10.7554/eLife.10575</a></td>
</tr>
</tbody>
</table>

Recombinant DNA

<table>
<thead>
<tr>
<th>Recombinant DNA</th>
<th>Source</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>lentiCRISPR v2</td>
<td>Addgene</td>
<td>Plasmid # 52961</td>
</tr>
<tr>
<td>psPAX2</td>
<td>Addgene</td>
<td>Plasmid # 12260</td>
</tr>
<tr>
<td>pMD2.G</td>
<td>Addgene</td>
<td>Plasmid # 12259</td>
</tr>
<tr>
<td>pWPI /Neo</td>
<td>Addgene</td>
<td>Plasmid # 35385</td>
</tr>
<tr>
<td>pWPI / GPX4 / Neo</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>pWPI / sGPX4 / Neo</td>
<td>This paper</td>
<td>N/A</td>
</tr>
<tr>
<td>pWPI / TPNOX-FLAG / Neo</td>
<td>This paper</td>
<td>N/A</td>
</tr>
</tbody>
</table>

(Continued on next page)
**LEAD CONTACT AND MATERIALS AVAILABILITY**

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Vamsi K. Mootha (vamsi@hms.harvard.edu).

**EXPERIMENTAL MODEL AND SUBJECT DETAILS**

**Cell Lines**

K562 (ATCC CCL-243), HeLa (ATCC CCL-2), 293T (ATCC CRL-3216), A375 (ATCC CRL-1619) and HT-29 (ATCC No. HTB-38) cells were obtained from ATCC. All experiments with wild-type cells or CRISPR-Cas9 mediated knockouts were performed under passage number 20 upon receipt from ATCC, and late passage cells were authenticated by STR profiling. HAP1 wild-type cells and gene-specific knockouts were obtained from Horizon Discovery and were authenticated by genomic PCR and sequencing.

**METHOD DETAILS**

**Determination of Infection Conditions for CRISPR Pooled Screens**

Optimal infection conditions were determined in order to achieve 30%–50% infection efficiency, corresponding to a multiplicity of infection (MOI) of ~0.5-1. Spin-infections were performed in 12-well plate format with 3 \times 10^6 cells each well. Optimal conditions were determined by infecting cells with different virus volumes (0, 100, 200, 400, 600, 800 \mu L) with a final concentration of 4 \mu g/mL polybrene in K562 cells. Cells were centrifuged for 2 h at 930xg at 30°C. Approximately 24 h after infection, cells were collected and 4x10^5 K562 cells from each infection were seeded in 2 wells of a 6-well plate, each with complete medium, one supplemented with the appropriate concentration of puromycin. Cells were counted 2 days post selection to determine the infection efficiency, comparing survival with and without puromycin selection. Volume of virus that yielded 30%–50% infection efficiency was used for screening.

**Genome Scale CRISPR Screens with Brunello All-in-one Library**

Brunello barcoded all-in-one library contains 77,441 sgRNA, which includes an average of 4 guides per gene and 1000 non–targeting control guides. Infection, selection and expansion were performed in three distinct replicates. Screening-scale infections were
performed with the pre-determined volume of virus in the same 12-well format as the viral titration described above, and pooled 24 h post-centrifugation. Infections were performed with ~1.5x10^8 cells per replicate, in order to achieve a representation of at least 500 cells per sgRNA following puromycin selection (~4x10^7 surviving cells). Approximately 24 h after infection, all wells within a replicate were pooled and were split into T225 flasks. 48 h after infection, cells were selected with puromycin for 4-5 days to remove uninfected cells. After selection was complete, at least 4x10^8 of K562 cells were seeded in T225 flasks. Media with 10 nM Metformin, 10 nM Piericidin, 10 nM Antimycin, 10 nM Oligomycin, 10 nM Antimycin and 10 nM Oligomycin, 100 ng/mL Ethidium Bromide and 10 μg/mL Chloramphenicol was then added to the cells. Cells were passaged in fresh media containing drugs every 2-3 days. Cells were harvested 15 days after initiation of treatment.

For all screens, genomic DNA (gDNA) was isolated using Maxi (3 × 10^7–1 × 10^8 cells) kits according to the manufacturer’s protocol (Qiagen). PCR and sequencing were performed as previously described (Doench et al., 2016; Piccioni et al., 2018). Samples were sequenced on a HiSeq2000 (Illumina). Of note, two of our “day 15 samples,” one for DMSO and one for metformin, were lost during the PCR step, yielding a total of 22 (out of 24) successful 15 day screens (Table S2).

**Gene-Specific CRISPR-Cas9 Knockouts**

The two best sgRNAs from the Brunello-4 library were ordered as complementary oligonucleotides (Integrated DNA Technologies) and cloned into pLentiCRISPRv2. An sgRNA targeting EGFP was used as a negative control. Lentiviruses were produced according to Addgene’s protocol (Sanjana et al., 2014) and cells were selected with 2 μg/mL puromycin 24 h post-infection. Puromycin was withdrawn 48 h later and cells were maintained in for 10-20 addition days before analysis. Gene disruption efficiency was verified by protein immunoblotting. The sequences of the sgRNAs used are in the Key Resources Table.

**Gene-Specific cDNA Rescue**

SgRNA-resistant versions of sGPX4 and lGPX4 containing the 3’ SEIS sequence were in vitro synthesized (Integrated DNA Technologies) to encode silent mutations within the TPNOX sgRNA recognition sites. The cDNAs were cloned into wPPI-Neo (Visanji et al., 2011) and lentiviruses were produced and selected according to Addgene’s protocol. The sequences of sgRNA-resistant sGPX4 and lGPX4 are below, with lowercase letters denoting 3’ UTR. The original recognition sites for sgRNA that were silently mutated were underscored.

**TPNOX Expression**

A short peptide (SGGSGG) for vector control or cytosolic TPNOX (Cracan et al., 2017) was cloned into pWPI-Neo (Visanji et al., 2011). Lentiviruses were produced according to Addgene’s protocol. The sequence of cytosolic TPNOX containing a C-terminal FLAG tag is below.
GATTGAGGACGCCAAGGAGGCCAAGAGGATCACCGTCATCGGCGCCGGATACATCGCCGCCGAACCTGGCCGAGGCCTACTCCACAACAGACTACAGGACATGGCGTGCAACTCGCTCTGGGCGAGACAGTGGAGAGCTTCACCGACAGCGCCACCGGCCTCAATCAAGACAGACAAGAACTCCTATGAGACCGACCTGGCCATCCTCTGCATTGGCTTTAGGCCCAACACAGACCTGCTGAAAGGCAAAGTGGACATGGCCCCTAACGGCGCCATCATTACCGACGACTACATGAGGTCCAGCAACCCTGATATTTTCGCTGCTGGCGACTCCGCCGCCCTCAATACACCCCAACACACACAAAGACCTACATTCCCTCCTGCTACCCAAACCGGCCTACCTGCAGGGAATCTCTGTCGGAAAGAACCTCGTCAAGCCCACAGTGATACATGGGAACCAGCTTCAGACGAGGGAAATCTCGGTCTCCACAGGCCTCACACTGGCCGCCGCCAAGCAACAAGGCCTCAATGCCGAGCAGGTCATCGTGGAGGACAACTATAGGCAGTTCATGCCTTCCACCGAGCCCGTCCTCATGAGCCTGG TCTTCGACCCCGATACACACAGAATCCTGGGAGGCGCCCTGATGTCCAAATACGACGTGTCCCAGAGCGCTAATACCCTGTCCGTCTGCATCCAGAACGAGAACACCATCGATGACCTGGCCA TGGTGGACATGCTGTTCCAGCCCAATTTCGACAGGCCCTTCAACTACCTGAACATTCTCGCCCAGGCTGCCCAAGCTAAAGTGGCCCAATCCGTCAACGCTGGAGGCAGCGATTACAAGGATGACGATGACAAG

**Cell Death Assay**
Cells were treated with OXPHOS inhibitors and grown in glucose (10 mM) or galactose (10 mM) media for 24 h. Cell death was assessed by staining cells with Annexin V Alexa Fluor 647 conjugate (Invitrogen) according to the manufacturer’s protocol. Alexa Fluor fluorescence was analyzed by flow cytometry on a BD Accuri C6 (BD Biosciences).

**Oxygen Consumption by the Seahorse XF Analyzer**
1.5x10^5 K562 cells were plated on a Seahorse plate coated with Cell-Tak (Corning) in DMEM containing 5.5 mM glucose (D9800 US Biological) supplemented with 4 mM glutamine (GIBCO). Oxygen consumption was recorded by a Seahorse XFe96 Analyzer (Agilent) using the mito stress test protocol, in which cells were sequentially perturbed by 2 μM oligomycin, 2 μM CCCP or 3 μM BAM15, and 0.5 μM piericidin + 0.5 μM antimycin.

**Glycolytic Rate Assay by the Seahorse XF Analyzer**
1.5x10^5 K562, 5x10^4 HeLa, or 5x10^4 HAP1 cells were plated on a Seahorse plate coated with Cell-Tak (Corning) in Seahorse XF Base Medium with 5 mM HEPES (Agilent) supplemented with 25 mM glucose (Sigma), 1 mM pyruvate (GIBCO), and 4 mM glutamine (GIBCO). Extracellular acidification rate was recorded by a Seahorse XFe96 Analyzer (Agilent) using the glycolytic rate assay protocol, in which cells were sequentially perturbed by 0.5 μM rotenone + 0.5 μM antimycin and 50 mM 2-Deoxy-D-glucose. The extracellular acidification rate (ECAR) was corrected for contribution from mitochondrial respiration using oxygen consumption data using the Seahorse Wave Desktop Software (Agilent), such that acidification is due primarily to lactate excretion. The corrected extracellular acidification rate, termed GlycoPER, was used as a proxy for glycolytic flux.

**Polyacrylamide Gel Electrophoresis and Protein Immunoblotting**
Cells were harvested, washed in PBS and lysed for 5 min on ice in lysis buffer (50 mM Tris/HCl at pH 7.5, 150 mM NaCl, 1mM MgCl2, 1% NP-40, protease / phosphatase inhibitors). Lysates were clarified by centrifugation for 5 min at 2,000xg. Gel electrophoresis was performed using Novex Tris-Glycine 4%–20% gels (Thermo Fisher Scientific). Semi-dry western blotting was performed using the Trans-Blot Turbo blotting system and PVDF membranes (BioRad). Immunoblotting was performed in 5% milk powder in PBS + 0.1% Tween-20 (Sigma) or in Odyssey Blocking Buffer (LI-COR Biosciences).

**Quantification of mtDNA by Real-Time PCR**
DNA was extracted from cells treated with OXPHOS inhibitors and analyzed by multiplex real-time quantitative PCR as described in (Bao et al., 2016). Custom-synthesized assays for the AluYb8 repeat element (nuclear DNA) and MT-ND2 (mitochondrial DNA) were obtained from Applied Biosystems.

**Mitochondrial Membrane Potential Measurement**
K562 cells were treated with OXPHOS inhibitors and grown for 3 days. One h prior to measurement, cells were concentrated to 10^6 cells/mL in phenol red-free media supplemented with OXPHOS inhibitors. TMRE (Invitrogen) was added to the cells at a final concentration of 10 nM. TMRE fluorescence was analyzed by confocal microscopy. In Figure S1E, cells were co-stained with Hoechst 33342 (Invitrogen) at a concentration of 0.5 μg/mL, and imaged under a spinning disk (Yokogawa) confocal microscope (Zeiss) equipped with a CCD camera (Hamamatsu). Image processing was performed using the ImageJ software (NIH). Maximum projection was taken across Z stacks of 3 frames of view and the maximum intensity of each cell was recorded. In Figure S5C, at least 60 cells from 5 frames of view were analyzed for each treatment.

**Growth Experiments**
Follow-up for GPX4 was performed in K562, HAP1, and HeLa cells. Follow-up for NDUFA9 was performed in HAP1 cells. Follow-up for G6PD was performed in K562 and A375 cells. Follow-up for PFKP was performed in K562 and HT-29 cells. Follow-up for LARP1 and REXO2 was performed in K562 cells. Unless noted otherwise, cells were grown in DMEM (GIBCO) with 25 mM glucose (Sigma), e6 Cell 179, 1222–1238.e1–e9, November 14, 2019
4 mM L-glutamine (GIBCO), 1 mM sodium pyruvate (GIBCO), 10% fetal bovine serum (GIBCO), 100U penicillin-100 μg/mL streptomycin (GIBCO), and 50 μg/mL uridine (Sigma).

For follow-up of G6PD, PFKP, LARP1 and wild-type cells in K562, cells were seeded in triplicates at 2×10^5/mL (~12.5% of maximum cell density) in 2 mL media in 12-well plates. For follow-up of GPX4 and REXO2 in K562, cells were seeded in triplicates at 5×10^5/mL (~3% of maximum cell density) in 2 mL media in 12-well plates. Cell counts were performed 3 days after drug treatments. For follow-up in HAP1, HeLa and 293T, cells were seeded in triplicates at 5×10^4 per well (~10% confluency) in 2 mL media in 12-well plates. Counts were performed 3 days after plating. For follow-up in HT29 and A375, cells were seeded in triplicates at 1×10^5 per well (~20% confluency) in 2 mL media in 12-well plates. Counts were performed 3 days after plating. Population doubling was calculated as log2(final density/seeding density).

For spent media growth experiment in K562 (Figure 4B), cells were treated with DMSO or oligomycin and grown for 3 days. Media were harvested and clarified by centrifugation and vacuum filtering. The spent media were supplemented with fresh OXPHOS inhibitors during the growth experiments. Cells were seeded in triplicates at 5×10^5/mL under spent media growth, as well as under fresh media growth in Figure S3B.

For cells infected with viruses carrying the pWPI lentivector, 500 μg/mL or 800 μg/mL of G-418 (Sigma) was used to select for stable lines in HAP1 and K562, respectively.

**Lipid Peroxidation Measurement**
Cells treated with various chemicals were harvested, washed with HBSS (GIBCO), and resuspended in HBSS to 0.5 mL, and incubated with 2 μM BODIPY 581/591 C11 (Invitrogen) for 10 min at 37 °C. Cells were then washed twice in HBSS and analyzed by flow cytometry on a BD Accuri C6 (BD Biosciences). Quantification of BODIPY-C11 fluorescence was performed as described in (Dixon et al., 2012; Yang et al., 2014).

**Mitochondrial Superoxide Measurement**
Cells treated with various chemicals were harvested, washed with HBSS (GIBCO), and resuspended in HBSS to 0.5 mL, and incubated with 5 μM MitoSOX Red (Invitrogen) for 10 min at 37 °C. Cells were then washed twice in HBSS and analyzed by flow cytometry on a BD Accuri C6 (BD Biosciences).

**Isolation of Mitochondria**
HAP1 cells were grown in 3–5 15 cm dishes until confluence. Cells were then harvested, washed in PBS, and washed once with 10 mL of MB buffer (210 mM mannitol, 70 mM sucrose, 10 mM HEPES-KOH at pH 7.4, 1mM EDTA, protease/phosphatase inhibitor). Cells were resuspended in 1 mL of MB buffer and transferred to 2 mL glass homogenizer (Kontes). Breaking of cells was achieved by pressing the potter (Kontes) up and down of the homogenizer about 35 times on ice. Treated cells were transferred to a 15 mL tube, with volume increased to 6 mL with MB buffer. The mixture was centrifuged at 2,000xg for 5 min and the pellet (nuclei and intact cells) was discarded. The supernatant, which contained the cytoplasm and mitochondria, was distributed to 1.5 mL Eppendorf tubes and centrifuged at 13,000xg for 10 min at 4 °C. The supernatant contained the cytosolic fraction whereas the small, solid brown pellets contained the mitochondria. The cytosolic fraction was saved. The mitochondrial pellets were washed by MB buffer once, resuspended in MB buffer, and saved. Western blotting was performed on the cytosolic and mitochondrial fractions as described in the “Polyacrylamide gel electrophoresis and protein immunoblotting” section.

**Immunofluorescence Experiment**
HAP1 cells were seeded in 35-mm glass bottom dishes (MatTek) and grown until ~70% confluent. Cells was fixed with 10% formalin in PBS at room temperature for 30 min, washed 3X in PBS, and blocked with PBS + 0.1% Triton X-100 + 1% BSA for 2 h at room temperature. Cells were incubated with primary antibodies (1:250 anti-GPX4, 1:500 anti-CYCS) in PBS + 0.1% Triton X-100 + 1% BSA overnight at 4 °C. Cells were washed 3X in PBS, and incubated with secondary antibodies (1:200) in PBS + 0.1% Triton X-100 + 1% BSA for 3 h at room temperature. Cells were then washed 3X in PBS, stained with 1:2000 Hoechst 33342 (Invitrogen) for 10 min at room temperature, and imaged under a spinning disk (Yokogawa) confocal microscope (Zeiss) equipped with a CCD camera (Hamamatsu). Image processing was performed using the ImageJ software (NIH).

**Gene Expression Assay by Real-Time PCR**
Real-time quantitative PCR was performed using the TaqMan technology (Applied Biosystems). Briefly, total RNA was extracted with the RNeasy kit (QIAGEN) and digested with DNase-I (QIAGEN). Reverse transcription was performed using MLV reverse transcriptase supplemented with RNasin and dNTP (Promega). Real-time qPCR was performed using the standard protocol for Taqman assay on a C1000 Touch thermal cycler (BioRad). All data were normalized to TBP. The Taqman probes used in this study are listed in the Key Resources Table.

**Intracellular Metabolite Profiling using Liquid Chromatography-Mass Spectrometry (LCMS):**
6×10^5 cells/well (K562) in 3 mL were seeded in 6-well plates in the presence of OXPHOS inhibitors. After 72 h, equal number of cells were centrifuge at 600xg for 5 min at room temperature and the media were aspirated off. For intracellular metabolite profiling, cells
were rinsed with 1 mL of PBS and metabolism was quenched by adding 1 mL of dry ice-cold 80% methanol. After incubation on ice for 20 min, the supernatant was collected after centrifugation of the sample at 21,000xg for 20 min at 4 °C, dried in a speed vacuum concentrator (Savant SPD1010, Thermo Fisher Scientific), and stored at −80 °C until the analysis. Metabolite extracts were resuspended in 100 μL of 60/40 acetonitrile/water, vortexed, and sonicated in ice-cold water for 1 min. The extracts were then incubated on ice for 20 min and clarified by centrifugation at 21,000xg for 20 min at 4 °C. Next, 55 μL of supernatant was transferred to an autosampler vial and pooled QC sample was generated by combining around 20 μL of each sample.

Polar metabolite separation was done using Dionex Ultimate 3000 UHPLC system and ZIC-hydrophilic column (150x2.1 mm, 5 μm, Merck KGaA). Mobile phase A (MPA) was 20 mM ammonium carbonate in water, pH 9.6 (adjusted with ammonium hydroxide), and mobile phase B (MPB) was acetonitrile. The column was held at 27 °C, injection volume 5 μL, and an autosampler temperature of 4 °C. LC conditions at flow rate of 0.15 mL/min were: 0 min: 80% B, 0.5 min: 80% B, 20.5 min: 20% B, 21.3 min: 20% B, 21.5 min: 80% B with 7.5 min of column equilibration time. Mass spectrometry (MS) detection was performed using Q-Exactive plus Orbitrap mass spectrometer (Thermo Fisher Scientific) with an Ion Max source and HESI II probe operating in switch polarity mode. MS parameters were: sheath gas flow 30, aux gas flow 7, sweep gas flow 2, spray voltage 2.80 for negative & 3.80 for positive, capillary temperature 310 °C, S-lens RF level 50 and aux gas heater temp 370 °C. Data acquisition was done using Xcalibur 4.1 (Thermo Fisher Scientific) and performed in full scan mode with a range of 70-1000 m/z, resolution 70,000, AGC target 1x10^5 and maximum injection time of 80 ms. Data analysis was done using Compound Discoverer 3.0. Samples were injected in randomized order and pooled QC samples were injected regularly throughout the analytical batch. Metabolite annotation was done base on accurate mass (±5 ppm) and matching retention time (±0.3 min) as well as MS/MS fragmentation pattern from the pooled QC sample against in-house retention time+MSMS library of reference chemical standards. Metabolites which have CV < 20% in pooledQC, were used for the statistical analysis.

**NADH/NAD⁺ Analysis using LCMS**

After centrifugation and removal of media, samples were prepared as described in (Lu et al., 2018). In brief, cells were lysed with ice-cold 4/4/2 acetonitrile/methanol/water with 0.1M formic acid containing 13C5 NAD⁺ and d5-NADH internal standards, neutralized with NADH/NAD⁺ Analysis using LCMS library of reference chemical standards. Metabolites which have CV < 20% in pooledQC, were used for the statistical analysis.

**Stable Isotope Analysis of [U-13C]glutamine**

For K562 cells, 6x10^5 cells/well in 3 mL were seeded in 6-well plates in the presence of OXPHOS inhibitors and after 48 h, media in each plate were exchanged with isotope tracing media consisting of glutamine-free & uridine-free DMEM containing 25 mM glucose (Sigma), 1 mM sodium pyruvate (GIBCO), 10% dialyzed FBS (GIBCO), 100U penicillin-100 μg/mL streptomycin (GIBCO), and supplemented with 2 mM [U-13C]Glutamine. After 8 h of incubation, equal numbers of cells were centrifuged, media were aspirated off, and 1 mL of dry ice-cold 80% methanol was added to extract metabolite and incubated on ice for 20 min. Next, intracellular metabolite profiling was performed as described previously.

HAP1, HT29, and 293T cells were seeded in 6-well-plates at 10^6 cells per well and grown overnight. On the next day, media in each plate were exchanged as described previously with OXPHOS inhibitors. After 8 h of incubation, media were aspirated off and tracer analysis was performed as described above. Natural abundance correction was performed using Stable Isotope labeling workflow within Compound Discoverer 3.0 (Thermo Fisher Scientific).

**Media Lactate Analysis**

After 3 days of cell growth, 30 μL of media were extracted with 120 μL of ice-cold acetonitrile, incubated on ice for 20 min, centrifuged at 21,000xg for 20 min at 4 °C, and supernatant was transferred to an autosampler vial. Media metabolite separation was done using XBridge BEH amide (2.1x100mm, 2.5 μm, Waters Corporation) column on Dionex Ultimate 3000 UHPLC system. MPA was 5/95 acetonitrile/water, 20 mM ammonium acetate, pH 9.0 and MPB was acetonitrile. The column was held at 27 °C, injection volume 10 μL, autosampler temperature 4 °C. LC conditions at flow rate of 0.22 mL/min were: 0 min: 85% B, 0.5 min: 85% B, 9.00 min: 35% B, 11 min: 2% B, 12 min: 2% B, 13.5 min: 85% B with 4.5 min of column equilibration time. Mass spectrometry (MS) detection was performed using Q-Exactive plus Orbitrap mass spectrometer (Thermo Fisher Scientific) with an Ion Max source and HESI II probe operating in switch polarity mode. MS parameters were: sheath gas flow 50, aux gas flow 10, sweep gas flow 2, spray voltage 2.50 for negative & 3.80 for positive, capillary temperature 310 °C, S-lens RF level 50 and aux gas heater temp 370 °C. Data acquisition was done using Xcalibur 4.1 (Thermo Fisher Scientific) and performed in full scan mode with a range of 70-1000 m/z, resolution 70,000, AGC target of 3x10^6, and maximum injection time of 80 ms. Data analysis was done as described previously.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

**Gene Scoring**

Raw sgRNA read counts were normalized to reads per million and then log2 transformed using the following formula:

\[
\log_2\left(\frac{\text{Reads from an individual sgRNA}}{\text{Total reads in the sample} \times 10^6 + 1}\right)
\]
Log2 fold-change of each sgRNA was determined relative to the initial time point (day 0). The replicates were paired throughout the course of the screens. For each gene in each replicate, the mean log2 fold-change in the abundance of all 4 sgRNAs was calculated. Genes with low expression (log2 FPKM < 0) according to publicly available K562 RNA-seq dataset (sample GSM854403 in GEO series GSE34740) were removed. This step filtered out about 50% of all genes, leading to a gene set of 11,102 genes for further analysis. Log2 fold-changes were averaged by taking the mean across replicates. For each treatment, a null distribution was defined by the 3,726 genes with lowest expression (log2 FPKM = −7). We chose non-expressing genes instead of non-targeting guides for the null distributions since we observed a systematic, significant enrichment of non-targeting guides (Figure S1G) at the late time point. To score each gene within each treatment, its mean log2 fold-change across replicates was Z-score transformed, using the statistics of the null distribution defined as above. The normalized Z-score was computed as $\Delta Z = \frac{Z_{Drug} - Z_{DMSO}}{\sigma}$, with the variance corrected by the $\sqrt{2}$ factor. Homoscedasticity was assumed as variances are approximately the same across the treatments (Figure S1G). Synthetic sick/lethal interactions (under a given drug treatment) were defined by $\Delta Z_{Drug} < -2.4$, whereas buffering interactions were defined by $\Delta Z_{Drug} > 4.8$. Among buffering interactions, suppressors additionally satisfied the condition $Z_{Drug} > 2.4$, whereas the rest ($Z_{Drug} \geq 2.4$) were termed epistatic buffering. The two-sided p values for the Z-scores and normalized Z-score were calculated assuming the irrelevant genes follow a normal distribution with the same mean and variance as null distribution defined by the genes with lowest expression. To control for family-wise error rates for the p values, we computed false discovery rates (FDR) using the Benjamini-Hochberg (BH) approach (Benjamini, 1995).

To score each gene using MAGeCK (Li et al., 2014), normalized sgRNA read counts from the triplicates in each condition were used as input for MAGeCK v0.5.3 to obtain a p value and FDR for gene enrichment or depletion relative to the reference samples (day 15 DMSO) MAGeCK was run with default parameters. The smaller value between positive and negative modes is shown in Table S3.

**Pathway Analysis**
Gene set enrichment analysis (GSEA) (Mootha et al., 2003) was performed on the list ranked by $\Delta Z_{Drug}$ using default parameters. A customized geneset database containing all KEGG Metabolism or Cellular Process pathways (92 total) with 15-500 genes was used for the GSEA. The KEGG Oxidative Phosphorylation and Complex I pathways were manually reviewed. All pathways with GSEA FDR < 0.05 were considered significant.

**Hierarchical Clustering**
Mean log2 fold-change across sgRNAs was computed for each gene in each replicate and genes with low expression were filtered as described in the Gene scoring section. This gene set of 11,102 genes was further filtered such that only the top 10% genes with the largest variance across all samples were kept. The final gene set contains ~1,100 genes. The mean log2-fold changes across sgRNAs for genes were clustered with average linkage hierarchical clustering using Pearson correlation distance metrics. Hierarchical clustering was applied using SciPy 1.1.0. The MitoCarta2 human database was used for labeling known mitochondrial localized proteins (Calvo et al., 2016).

For gene function annotation, we downloaded GO terms for all genes from DAVID 6.8 (Huang da et al., 2009) for the GO_BP_DIRECT, GO_MF_DIRECT, and GO_CC_DIRECT annotations. For each node on the hierarchical clustering dendrogram, the hyper-geometric test p value was calculated for all GO terms. Nodes were highlighted as key nodes if they contained at least one GO term with p < 10\(^{-10}\) and at least one term scoring higher than any other node. To reduce redundancy, a lower node was removed if the upper node contained more than 80% of its genes.

**DATA AND CODE AVAILABILITY**
All screening data generated during this study are provided as Supplemental Tables. Expression levels in K562 cells are based on RNaseq sample GSM854403 in GEO series GSE34740 (Slavoff et al., 2013). MATLAB and Python source codes are available at: https://github.com/yangli88.
Figure S1. Additional Data, Related to Figure 1
(A) Cell death as assessed by Annexin V staining and flow cytometry in K562 cells cultured in glucose or galactose containing medium with the specified OXPHOS inhibitors.
(B) Cell death as assessed by Annexin V staining and flow cytometry in K562 cells cultured in glucose or galactose containing medium with different doses of metformin.
(C) Real time PCR-based measurement of mtDNA relative to nuclear DNA (nDNA) in K562 cells after 9 days of etidium bromide treatment (average ± SEM, n = 3 replicates from one experiment).
(D) Immunoblots for the mtDNA encoded MT-CO1 and loading control in K562 cells after 9 days of etidium bromide (EtBr) or chloramphenicol (CAP) treatment.
(E) Membrane potential measurement by TMRM staining (red) and confocal microscopy in K562 cells after 3 days of antimycin+oligomycin treatment. Nuclei were stained with Hoechst 33342 (blue). Scale bar = 5 μm.
(F) Principal component analysis (PC1: 89%, PC2: 3%) on guide abundance on day 15 across all biological replicates.
(G) Histograms of average log2 fold changes for all genes (between day 15 samples and day 0 baseline). The average log2 fold change for each gene was calculated by taking the mean of its 4 sgRNAs. Biological triplicates were averaged by taking the mean. Shown are distributions for 3,726 non-expressed genes in K562 (dark blue), 1,000 non-targeting sgRNAs (maroon), and the core essential genes as defined in (Hart et al., 2015) (gray).
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Figure S2. Additional Data, Related to Figure 2

(A) Scatterplots of Z-scores showing knockouts (KOs) that are enriched or depleted in each pairwise drug versus drug comparison. Axis label denotes the Z-score of the specified drug. KOs are scored by $\Delta Z_{\text{Drug-Drug}} = (Z_{\text{Drug,y axis}} - Z_{\text{Drug,x axis}})/2$. Enrichment (shown in red or magenta, $\Delta Z_{\text{Drug-Drug}} > 4.8$) and depletion (shown in blue, $\Delta Z_{\text{Drug-Drug}} < -2.4$) are used to define drug-specific buffering and synthetic sick/lethal interactions, respectively. Among buffering interactions, drug-specific suppressors ($Z_{\text{Drug,y axis}} > 2.4$) are shown in red. Scatterplots are grouped based on the impact of drug treatment on proliferation (moderate or severe), according to the growth curves shown in Figure 1C. The gray dotted lines represent the cutoffs for drug-specific interactions.

(B) Top categories of KEGG pathways among enriched KOs by Gene Set Enrichment Analysis (GSEA). The 11,102 genes was ranked by $\Delta Z_{\text{Drug}}$ in descending order and GSEA was run in the positive mode. Pathways are ordered by the maximum of -log10 FDR across 7 drugs.

(C) The 91 genes involved in epistatic buffering interactions that score in at least 1 drug ($\Delta Z_{\text{Drug}} > 4.8$, and $Z_{\text{Drug}} \leq 2.4$). Genes are further divided into two panels. The left panel contains genes that have interactions with multiple drugs, and is ordered by the number of drugs under which interactions occur. The right panel contains genes with only drug-specific interactions, and genes are listed by the specific drug and ordered by the strength of interaction. Gene-drug pairs that do not score are colored white ($-2.4 \leq \Delta Z_{\text{Drug}} \leq 4.8$).
Figure S3. Additional Data, Related to Figure 4

(A) Scatterplot of the fitness of a gene KO in the specified drug (\(Z_{\text{drug}}\)) versus its fitness in DMSO (\(Z_{\text{DMSO}}\)). Gray dots denote all 11,102 genes in the analysis and the blue dot represents GPX4.

(B) Growth phenotypes of cells under a combination of oligomycin and GPX4 inhibition by 10 \(\mu\)M JKE-1674 in K562 in fresh medium. Cell counts were performed 3 days post drug treatment (average ± SEM, \(n = 3\)). **\(p < 0.01\) indicates two-tailed Student’s t test p value.

(C) Lipid peroxidation of the K562 samples in Figure 4B as assessed by BODIPY581/591 C11 staining of cells. **\(p < 0.01\) indicates two-tailed Student’s t test p value.

(D) Immunoblots for GPX4 and loading control HAP1 GPX4 KO cells.

(E) Structures of mRNA variants encoding the short (sGPX) and long (lGPX) isoforms. The first exon (E1a) encodes the N-terminal sequences of both isoforms but is truncated in sGPX4. The 3’ UTR region contains a selenocysteine insertion sequence (SECIS).

(F) Immunoblots for GPX4 and loading controls in isolated cytosolic and mitochondrial fractions from HAP1 GPX4 KO with re-expression of sGPX or lGPX4. Equal amount of total proteins was loaded into each lane. Right: immunoblot for GPX4 and loading control in HAP1 GPX4 KO cells with re-expression of lGPX4 supplemented with the catalytic site-specific GPX4 inhibitors JKE-1674 (10 \(\mu\)M) or ML 210 (10 \(\mu\)M).

(G) Immunofluorescence for GPX4 in HAP1 GPX4 KO with re-expression of sGPX or lGPX4. Mitochondria were labeled with a cytochrome c antibody. Scale bar = 5 \(\mu\)m.
Figure S4. Additional Data, Related to Figure 5

(A) Clustergram of a gene module within “Mitochondrial translation” in Figure 5D. LARP1 is labeled with a red. Genes involved in mitochondrial translation by GO annotations are labeled blue. Genes currently listed in the MitoCarta2.0 (Calvo et al., 2016) database are boldfaced.

(legend continued on next page)
(B) Validation of the buffering interaction between REXO2 loss and ethidium bromide in K562. Cell counts were performed 3 days post 10 ng/mL ethidium bromide treatment (average ± SEM, n = 3). **<0.01 indicates two-tailed Student’s t test p value.

(C) Scatterplot of Z-scores highlighting KO of REXO2 in ethidium bromide versus DMSO. Genes involved in mtRNA processing are highlighted magenta.

(D) Scatterplots of Z-scores highlighting KO of LARP1 in oligomycin (left panel) or ethidium bromide (right panel) versus DMSO. Genes encoding for mitochondrial ribosomes or tRNA synthetases are highlighted purple, whereas genes encoding for cytosolic ribosomes or tRNA synthetases are highlighted dark gray.
Figure S5. Additional Data, Related to Figure 6
(A) Scatterplot of the fitness of a gene KO in the specified drug ($Z_{	ext{Drug}}$) versus fitness in DMSO ($Z_{	ext{DMSO}}$). Gray dots denote all 11,102 genes in the analysis and the red dots denote 50 nuclear genes that encode structural subunits and assembly factors of complex I.
(B) Drug specificity in genetic suppression by NDUFA9 loss in HAP1 cells. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 2).
(C) Membrane potential measurement by TMRM staining (red) and confocal microscopy in K562 cells after the specified treatment. Scale bar = 5 μm. Right: Quantification of TMRM in individual cells using the maximum intensity. **<0.001 indicates two-tailed Student’s t test p value.
(D) Validation of BAM15 at 1 μM as suppressor of oligomycin in K562 and 293T cells. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). **<0.01 or ***<0.001 indicates two-tailed Student’s t test p value.
(E) Mitochondrial superoxide measurement by mitoSOX staining and flow cytometry in K562 cells after the specified drug treatment. Dimethyl succinate was used at 5 mM and BAM15 was used at 1 μM. *<0.05 indicates two-tailed Student’s t test p value.
(F) Growth phenotypes of cells under a combination of oligomycin and known antioxidants in K562: S1QEL (10 μM), NAC (2 mM), L-ascorbate (10 μM), α-Tocopherol (100 μM), mitoTEMPO (100 μM), MnIIIITBAP (100 μM), low GSH/GSSG (10 μM/1 mM), and high GSH/GSSH (1 mM/10 μM). Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3).
(G) Corrected extracellular acidification rate as assessed by the Seahorse Extracellular Flux (XFe96) Analyzer in HAP1 and HeLa after 3 days of drug treatment (average ± SEM, n = 12).
(H) Growth phenotypes of cells under a combination of piericidin and oligomycin in K562 in the absence of 1 mM pyruvate supplementation. Dialyzed serum was used. Cell counts were performed 3 days post drug treatment (average ± SEM, n = 3). **p < 0.01 indicates two-tailed Student’s t test p value.
(I) Ratio of whole cell NADH to NAD+ levels in K562 using targeted mass spectrometry after 3 days of drug treatment (average ± SEM, n = 3). *p < 0.05 indicates two-tailed Student’s t test p value.
(J) The 13C labeling pattern of citrate over the course of 8 h upon supplementation with [U-13C]glutamine in K562, HAP1, 293T, and HT-29 (average ± SEM, n = 3).